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12.0 RADIOSS PARALLELIZATION

The performance criterion in the computation wagagk an essential point in the architectural cotioepof
RADIOSS. At first, the program has been largelyiropted for the vectored super-calculators like CRAYen,
a first parallel version SMP made possible the exgtion of shared memory on processors.

In the case of analysis of systems with high numtfed.o.f., the use of shared memory parallel maehi
architectures is common. In RADIOSS, there arernvedlels of parallel programming:

e SMP : Shared Memory Processors,

» SPMD : Single Program Multiple Data.

In this chapter, the principle of RADIOSS paraltalion is described.

12.1 Measure of performance of a parallel application
The Speed-Up is the ratio of sequential time T(i) the parallel time on P processors T(P):

S(P)=T(@)/ T(P) EQ.12.1.0.1
The efficiency is defined as:
E(P)=S(P)/P ; E(R1 EQ.12.1.0.2

The Amdahl’s law for multitasking is used to det@renthe speed-up:

s(P)= Mo *Tea) EQ.12.1.0.3

%

where T, and TSeq are the computation times respectively relategdoallel and non-parallel parts. As

Toeq * Tpar =1, write:

s(P)= 1 EQ.12.1.0.4

s

The limit value can be obtained when the processhau tends to infinite:

S(e0) = EQ.12.1.0.5

1
TSBQ

Table 12.1.1 gives the Speed-Up in function of nembf processors and the rate of parallelizatiorthig

program. It can be seen that if the rate of pdiadigon is less 95%, the computation acceleratidgh not be

greater than 20 however the number of processais.riieans that to obtain a good scalability of decat least
99% of the program must be parallel.
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Table 12.1.1 Speed-up in function of process number and péizteon

Process
number 2 4 8 16 32 64 128 O
Seq/P

100% 2.C 4.C 8.C 16.C 32.C 64.C 128, 0
99% 2.C 3.¢ 7.5 13.¢ 24.4 39.2 56.4 100
98% 2.C 3.8 7.C 12.c 19.€ 28.2 36.2 50.C
97% 1.¢ 3.7 6.6 11.C 16.5 22.1 26.€ 33.2
96% 1.¢ 3.€ 6.3 10.C 14.2 18.2 21.1 25.C
95% 1.€ 3.t 5.6 9.1 12. 15.4 17.4 20.C
90% 1.€ 3.C 4.7 6.4 7.8 8.7 9.2 10.C
50% 1.2 1.€ 1.8 1.9 1.¢ 2.C 2.0 2.C

12.2 SMP: Shared Memory Processors

RADIOSS SMP version is based on the concept of etenp with shared memory as the architecture is
described in Figure 12.2.1.

Figure 12.2.1 Architecture of shared memory

Memory
C C C
P P P
U U U
1 2

In this case, all processors can access to a conmanory space. From programming point of view, each
process called parallel task, reach to the entemaory space allocated by the program. It is necg$sananage
properly the access to this shared memory by intiod) barriers and locking mechanisms. The SMP iode
programming has the advantage to be managed elsilyever, the performance of the method dependsien
ratio between the memory access speed and the @#dd.s

The parallelism approach used in RADIOSS SMP isudtittask programming type. The tasks are expicitl
managed by the programmer. The computation tagkat&nibuted to the processors by a dynamic proeeds
they are available. This approach is especiallytethto the super-computers used as computatioersehere
the load of a given processor varies with respedthers. The SMP version is developed for computéth
shared memory architecture and cannot be usedestiiz on the super-computers with distributed memar
cluster structures.

The RADIOSS SMP version is constantly improved sitice first release. However, the efficiency of SMP
version has to be updated to take into accountetodution of computer architecture in memory mamagyet
and CPU speed.

12.3 SPMD: Single Program Multiple Data

The development of the first SPMD version of RAD®$® started in 1994. The version became a real
alternative to SMP version after a long period afglielization and optimization of the code. Intfathe
scalability of the version is much better than &M version. The SPMD version allows using more@ssors
with a better efficiency. It makes possible to upeto 64 processors. In addition, all RADIOSS Craptions

are available in this version including “Arithmefarallel” option.

The principle of program is based on Single Progkdmitiple Data, where the same program runs wiffedent
data. RADIOSS Starter carries out domain decomiposifThen, RADIOSS Engine has just to send data to
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different processors in an initialization step. feadter, each program runs over each sub domasnkcessary
to communicate information between processors toage data on the border of domains. This is camigdn
RADIOSS using MPI (Message Passing Interface) ibra

Figure 12.3.1 illustrates the architecture of mpithicessor computers with distributed memory. RADIOSS

SPMD version runs independently to architecturenefmory as well on the computers with shared merory
distributed memory or a set of work stations iredwrork.

Figure 12.3.1 Architecture with distributed memory

Network interconne:
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12.4 HMPP: Hybrid Massively Parallel Program

The Hybrid MPP version is a new parallel versionadeped in HyperWorks 11.0 which combines the lodist
the two previous parallel versions inside a unicode.

Benefits

This new approach allows reaching an impressivelle¥ scalability. RADIOSS HMPP can scale up to 512
cores and more for a real performance breakthrough.

RADIOSS HMPP is independent of the computer archite, more flexible and efficiently adapted to any
hardware resources. It can run on distributed mgmmachines, shared memory machines, workstaticsteriu
or a high performance computation cluster. It catidv exploit the inside power of highly multi-cameachine
and optimize the software according to the hardware

It decreases installation and maintenance costhawng a unique parallel version instead of twoetympf
executables.

It improves the quality of the code in term of nuioal results by having a full convergence betw&MP and
SPMD results. Parith/ON provides a unique answeependent of the number of SPMD domains and the
number of SMP threads used.

Example of Hybrid usage

In the example below, the hardware is composed wbdles of a cluster. Each node is a dual procesachine
and each processor is a dual core. On each nodeeimory is shared between processors but the memory
distributed between the nodes.
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Figure 12.3.2 Hybrid version run with 2 SMP threads per SPMD dimsa

Network | nterconnect
Nodel Node2 NodeN
M1 M2 Mn
I I I I I I

Socketl| | Socket2 Socketl| | Socket2 L. Socketl| | Socket2
C| C C3 | Cs C|C Cs3| Cs Ci| C C3| Cs4

N /7
T T I T T T T T a T aE T
H H H H H H H H H H H H
R R R R R R R R R R R R
E E E E E E E E E E E E
A A A A A A A A A A A A
D D D D D D D D D D D D
1 2, Ak 2 1 2 1 2 1 2 1 2

) ) \ L

With the Hybrid version, it is easy to optimize saftware to run on such complex architecture. fedi2.3.2
shows that each SPMD domain is computed by a diftgorocessor. The number of threads per domaiet ito
the number of cores per processor (two).

So, each processor computes a SPMD domain usin§ b threads, one per core.

How doesit work?

For SPMD version, RADIOSS Starter divides the mantel several SPMD domains and writes multiple
RESTART files.

Then, mpirun command is used to start all the SRivtigrams. Each program computes a SPMD domain using
the number of SMP threads set. Indeed, each MRjrpnois a SMP parallel program. The management of
computation at the frontiers of the domains remaimg it is necessary to communicate some informatio
between programs using MPI.

Example of execution

RADIOSS Starter is run from the command line. H#ére number of SPMD domains (Nspmd) with option -
nspmd 16 is specified:

Js_11.0_linux64 —nspmd 16 —i ROOTNAME_0000.rad

The number of SMP threads (Nthread) is set thrahghuse of environment variable OMP_NUM_THREADS:
setenv OMP_NUM_THREADS 2

Then, RADIOSS Engine is run using mpirun command:

mpirun —np 16 ./e_11.0_linux64_impi -i ROOTNAME_000 1l.rad
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Notes:
e -np value of mpirun must match —nspmd value
e The total number of processes is equal to Nspmd#hith (32 in this example)

Recommended setup

As seen in the example above, a good rule is ttheatumber of SPMD domains equal to the numbeookets
and to set the number of SMP threads equal touh#er of cores per socket.

With a low number of cores (below 32), a pure SPMID might be more effective but the performance gap
should be small if the setup explained above isaetzd.

With a very high number of cores (1024), it is pbiesto increase the number of SMP threads updmtimber
of cores per node and set only one SPMD domaimpée to maximize performance if the limit of scéigpof
the interconnect network is reached.
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